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Quantitative Measurements in Medicine
-

Accurate data for better Health



Modern Healthcare

Driving Force: More Chronic Disease - High Costs
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Every 33 seconds a person
dies due to CVD1

Heart Disease Cancer

Every 3rd person will have
cancer2

Neurodegenerative

Every 8th person over 65 
has Alzheimer3

1AHA, 2CRUK, 3 Alzheimer Association



Modern Healthcare

Solution: Stratified Medicine 

„Tailoring the right therapeutic strategy for the right person at the right
time“

Priority Medicines for Europe and the World - Update Report,  WHO 2013 

Aim:
• Increase response rate
• Reduce side-effects/toxity



Data Challenge



Stratified Medicine:

• Classification of pathologies

• Selection of appropriate therapy through 
classification of patient groups

Data Challenge:

Proper patient-group selection requires 
“accurate measurements” for modern analysis 

Stratified Medicine – Data Challenge 



Metrology

• Accuracy (Bias) - closeness of measurement results to a reference;

• Precision (Variability) – closeness of measurements to each other

https://en.wikipedia.org/wiki/Accuracy_and_precision

https://en.wikipedia.org/wiki/Accuracy_and_precision


Division Medical Physics and Metrological IT 

MR-Tomography Biosignals Biomedical 
Optics

Modelling &
Data Analysis

Metrological
IT

The aim of the division is the development of new quantitative measurement 
techniques and provision of reference methods for precision medicine.

The division provides mathematically sound approaches for 
data analysis and ensures IT security in legal metrology. 



Stratified medicine is based on precise data



Stratified medicine is based on precise and accurate data

Cholesterol in Serum

Reference Labs 

(Youden-Diagram)

±5%

IDMS



Stratified Medicine:

• Selection of appropriate therapy through classification of 
patient groups

• Difference due to pathology and NOT due to different 
measurement techniques

Stratified Medicine – Data Challenge 

Patient-group selection requires 
accurate measurements



Accurate Measurements

-

Imaging



Quantitative MRI - Motivation

• Data consistency and comparability

• Detection of diffuse disease

• Contrast agent quantification

• ...
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Model-based reconstruction for QMRI

Becker K et al.  MRM 2018



Results: T1 maps and cine-MRI

Resolution: 1.3 x 1.3 x 8 mm³

Cine
images

T1 maps 
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Physics-Informed Machine Learning for Quantitative MRI 

Subproblem 1:

Subproblem 2:

Zimmermann et al. 

IEEE Trans. on Comput. Imaging 2024



AI-Challenge



EU-AI Act for Trustworthy AI

Trust in "algorithms" that are not fully 
understood ("black box"), especially for 
high risk applications

Certification of AI requires:

• explainability,

• robustness,

• accuracy,

• security



Accuracy Robustness, Security
Article 15: Accuracy, Robustness and Cybersecurity

1. High-risk AI systems shall be designed and developed in such a way that they achieve an 
appropriate level of accuracy, robustness, and cybersecurity, and perform consistently in 
those respects throughout their lifecycle.
1a. To address the technical aspects of how to measure the appropriate levels of accuracy 
and robustness set out in paragraph 1 of this Article and any other relevant performance 
metrics, the Commission shall, in cooperation with relevant stakeholder and 
organisations such as metrology and benchmarking authorities, encourage as 
appropriate, the development of benchmarks and measurement methodologies.

2. The levels of accuracy and the relevant accuracy metrics of high-risk AI systems shall be 
declared in the accompanying instructions of use.

3. High-risk AI systems shall be as resilient as possible regarding errors, faults or 
inconsistencies that may occur within the system ...... 



Data is the base of AI

The quality of  AI strongly depends on

• Data uncertainty ("noise", "bias")

• Annotation inconsistencies ("label noise")

Standards for Data Quality



Uncertainty and Representativeness

• Precision (Variability) – closeness of measurements to each other

• Accuracy (Bias) - closeness of measurement results to a reference;

• Representativeness - accurate conclusions about a population from 
sample

https://en.wikipedia.org/wiki/Accuracy_and_precision Koçak B. DOI:10.5152/dir.2022.211297

https://en.wikipedia.org/wiki/Accuracy_and_precision


Label Uncertainty

Karimi D et al. Deep learning with noisy labels: Exploring
techniques and remedies in medical image analysis. Med
Image Anal. 2020



Data Quality Dimensions – METRIC Framework

WP6 & 7: Agile Certification

(PTB, Fraunhofer, TÜV, LNE, KTH, Charité)

EU Testing und Experimentation Facilities (TEF) - Health



Use Cases 

-
Vital Signs Imaging



ECG-Reference-Dataset: PTB-XL

Application:

▪ Over 300 Mill. ECGs per year

▪ Strong application of AI for automatic analysis
of ECG (arrhythmia, infarkt, hypertrophy,..)

Reference-Data

▪ EKG-Quality

▪ Defined Training-, Validation  and Testdata

▪ Distribution within pathologies „taking
representativeness into account“
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Figure1: Graphical summary of thePTB-XL dataset in termsof diagnostic superclasses

and subclasses, see Table 5 for adefinition of the used acronyms.

notation and the respective number of classes). Most open datasets are provided by

PhysioNet [13], but typically cover only a few hundred patients. Most notably, this

includes thePTB Diagnostic ECG Database [6], which wascollected during thecourse

of the same long-term project at the PTB, which, however, shares no records with the

PTB-XL dataset. The PTB Diagnostic ECG Database includes only 549 records from

a single site and provides only a single label per record as opposed to multi-label,

machine-readable annotations covering a much broader range of pathologies in PTB-

XL. Theonly exceptions in termsof freely accessible datasets with larger samplessizes

are the AF classification dataset [14] and the Chinese ICBEB Challenge 2018 dataset

[15], which contain, however, either just single-lead ECGs or cover only a very lim-

ited set of ECG statements. The only exception in this regard is the single-lead AF

classification dataset [14] and the Chinese ICBEB Challenge 2018 dataset [15] that

covers, however, just eight mutually exclusive labels. There are several larger datasets

that are either commercial or where the access is restricted by certain conditions (top

five rows in Table 1). This includes commercial datasets such as CSE [16], which that

has traditionally been used to benchmark ECG interpretation algorithms.

Methods

This section covers following aspects: In Data Acquisition, we describe in detail the

data acquisition process and in Preprocessing wediscuss discusses the applied prepro-

3



Benchmarktests and Metrics

Metrics

Strodthoff et al. IEEE Journal of Biomedical and Health Informatics 2020. 

STRODTHOFF et al.: DEEP LEARNING FOR ECG ANALYSIS: BENCHMARKS AND INSIGHTS FROM PTB-XL (APRIL 2020) 9

(a) PVC (b) PACE

Fig. 8: Two exemplary attribution maps for a resnet model for the classes PVC (left) and PACE (right).

the fact that data-driven algorithms are perceived as black

boxes by doctors. In this direction, the recent advances in

the field of explainable AI has the prospect to at least par-

tially alleviate this issue. In particular, we consider post-hoc

interpretability that can be applied for a trained model, see

e.g. [48]. The general applicability of interpretability methods

to multivariate timeseries and in particular ECG data was

demonstrated in [49], see also [50], [51] for futher accounts

on interpretability methods for ECG data. Here, we focus

on exemplary for the form statement “premature ventricular

complex” (PVC) and the rhythm statement PACE indicating

an active pacemaker. The main reason for choosing these par-

ticular classes is the easy verifiable also for non-cardiologists.

In Figure 8, we show two exemplary but representative at-

tribution maps obtained via the ✏-rule with ✏= 0.1 within

the framework of layer-wise relevance propagation [52]. For

PVC the relevance is located at the extra systole across all

leads. For PACE, the relevance is scattered across the whole

signal aligning nicely with the characteristic pacemaker spikes

(just before each QRS complex) in each beat. It is a non-trivial

finding that the relevance patterns for the two ECG statements

from above align with medical knowledge. A more extensive,

statistical analysis of the attribution maps both within patients

across different beats and across different ECGs with common

pathologies is a promising direction for future work.

V. SUMMARY AND CONCLUSIONS

Electrocardiography is among the most common diagnostic

procedures carried out in hospitals and doctor’s offices. We

envision a lot potential for automatic ECG interpretation

algorithms in different medical application domains, but we

see the current progress in the field hampered by the lack of

appropriate benchmarking datasets and well-defined evaluation

procedures. We propose a variety of benchmarking tasks based

on the PTB-XL dataset [15] and put forward first baseline

results for deep-learning-based time classification algorithms

that are supposed to guide future reasearchers working on

this dataset. We find that convolutional, in particular resnet-

and inception-based, architectures show the best performance

but recurrent architectures are also competitive for most

prediction tasks. Furthermore, we demonstrate the prospects

of transfer learning by finetuning a classifier pretrained on

PTB-XL on a different target dataset, which turns out to be

particularly effective in the small dataset regime. Finally, we

provide different directions for further in-depth studies on the

dataset ranging from the analysis of co-occurring pathologies,

over the correlation of human-provided diagnosis likelihoods

with model uncertainties to the application of interpretability

methods. We release the training and evaluation code for

all ECG statement prediction tasks, trained models as well

as the complete model predictions in an accompanying code

repository [34].
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EU-Project: MedalCare Synthetic Reference Data

Synthetic ECG-Data of 
virtual population

Machine LearningInstitute of Biomedical Engineering, Karlsruhe 28.06.2018 Synthetic ECG Reference Data

Geometry of Heart and Thorax

!21

Martin W. Krueger, 

David U. J. Keller, 

IBT Karlsruhe
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m, healthy
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f, long QT f, long QT

We have 8 thorax data sets, completely 
segmented and ready for simulation and 

numerical field calculation.

Medical University of Graz, Auenbruggerplatz 2, A-8036 Graz, www.medunigraz.at

Activation/Repolarization Sequence
Genesis of BSPM & ECG

A ctiva tio n S e q u e n ce D e -/ R e p o la rizat io n E xtra ce llu la r P o te n tia l F ie ld B S P M  &  EC G

Institute of Biomedical Engineering, Karlsruhe 28.06.2018 Synthetic ECG Reference Data

Identification of the Atrial Depolarization 
Sequence from the P-wave
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The morphology of the P-wave 
depends on the individual 
pathways from right to left atrium.

Medical University of Graz, Auenbruggerplatz 2, A-8036 Graz, www.medunigraz.at

Forward ECG Modeling
Gernot Plank

B e rlin  P T B , E M P IR , Ju n e  2 8 , 2 0 1 8

Medical University of Graz, Auenbruggerplatz 2, A-8036 Graz, www.medunigraz.at

Fast Forward Source Models

Neic et al, J Comp Phys,  346:191-211, 2017
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Model Parametrisation

Multiparametric model 

signatures (e.g. anatomy, 
conduction blocks, tissue 
conductivity, heart rate)

Electrophysiology Simulation Body Surface Potential Maps Electrocardiogramm (ECG)

Digital Traceability

Uncertainty of  ML 



AI for Image Reconstruction

Physics-informed deep learning 

Deep Learning Reconstruktion

• complex CNN
• High number of parameter
• High amount on trainings data

+
• efficient training
• robustness
• uncertainty



Kofler et al., ISBI, 2022

Number of Parameter: >300000

10s 1.5s

<3000

Robustness through physics input

Kofler et al., Med Phys, 2021; 



Ground Truth

Undersampled

Mean Epistemic Aleatoric RMSE

Mean Epistemic Aleatoric RMSE

Model-Agnostic

Physics-Informed

Reducing „ML-Uncertainty“: „Physics-Informed Learning“ 

Brahma et al., Med Phys, 2023



Summary

• Modern medical  diagnostics relies on multi-parametric data  
(in-vitro diagnostics, imaging, vital signs)

• Reliable, accurate and comparable measurements are required for 
selection of therapy and assessment of treatment effects

• Accurate and precise data provides the basis for the development of 
artificial intelligence in medicine

• Physics-informed learning increases robustness to data uncertainty 


